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Abstract - This article provides a statistical phonetic analysis based 

on the largest Romanian text corpus collected so far for research 
purposes. Several types of phonetic events are analyzed: phones, 
diphones, triphones, and phone clusters based on the general classifi-
cation of phones in the Romanian language. Some interesting conclu-
sions are drawn, such as the fact that less than half the diphones cover 
99% of the whole text. The article also discusses some usages of 
these phonetic statistics for spoken language technology tasks. 
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I.  INTRODUCTION 

Research in the field of spoken language technology in-
cludes two main subfields: building text-to-speech (TTS) sys-
tems, and building automatic speech recognition (ASR) sys-
tems. 

For both tasks, the main resource is the corpus, whether it is 
a speech corpus, or text corpus. From both points of view, 
Romanian is still an under-resourced language. TTS and ASR 
systems are being built or optimized in several research teams, 
like [1], [2], [3], [4], but text corpora and speech corpora are 
still relatively small and not always freely available (compared 
to languages like English, French or German, etc.). As such, 
corpora acquisition is an ongoing challenge for most spoken 
language technology tasks, and statistics that would help this 
process are almost non-existent. 

For TTS or ASR systems, one of the major inputs is the 
speech database; when creating such a database for an under-
resourced language like Romanian, the first step is selecting the 
phrases to be recorded. This paper tries to assess the need for 
taking into account phonetic statistics during this selection 
phase. This would result in resources and efforts being focused 
on the most frequent phonetic events, for example creating 
better trained models for the triphones found most often during   
speech recognition. We obtained the needed statistics based on 
the largest text corpus collected for the Romanian language, 
and the conclusions drawn from these results could influence 
the future development of Romanian speech processing tasks. 

The rest of this paper is organized in four sections. Section 
2 examines the phonetic particularities of the Romanian lan-
guage, as well as other research relevant to the task at hand. 
Section 3 details the corpus acquisition and processing steps to 

bring this corpus to a phonetically transcribed form, needed for 
the phonetic statistics. Section 4 discusses the experimental 
results and in the end, Section 5 draws some conclusions. 

II. RELATED WORK 

To our knowledge, there is only one relevant paper [5] 
showing different phonetic events (phones, diphones and quin-
phones) statistics for Romanian. However, these statistics are 
computed on a very small corpus of approximately 2500 news-
paper sentences, called the RSS-text (Romanian Speech Syn-
thesis-text) corpus. These sentences have been selected from a 
larger (about 1.7 million words) corpus collected from online 
newspaper articles. The selection was made for the best cover-
age of the Romanian diphones with at least 10 occurrences in 
the words of the DEX (Romanian Dictionary) online database. 
A similar text selection technique is used by another TTS sys-
tem, in [4], and ASR systems [1] currently take phone coverage 
into account when selecting phrases for the training database. 

However, since state-of-the-art ASR systems are based on 
triphones (context-based training for phones), it is clear that 
such statistics should also be taken into account when develop-
ing speech or text corpora.  

Phonetic statistics have been recently published for other 
under-resourced languages, like Polish [6] and Turkish [7]. For 
Polish [6], the authors take into account the gap between words 
(as a phone pronounced at the beginning of a word is not the 
same as one pronounced in the middle or at the end of the 
word), while for Turkish they do not.  

One of the particularities of the Turkish language [7] is that 
there are some interesting conclusions to be drawn from orga-
nizing the consonants into groups like soft, hard, sustainable, 
and unsustainable. For the Romanian language, this classifica-
tion is different, as detailed below. 

The Romanian language has some phonetic particularities 
[4, 8] that have to be taken into account when creating text or 
speech corpora. Compared to English [9], some phones are 
missing (e.g. the th in thin); there are two vowels typical for 

Romanian (ə, ɨ), and a whole new group called semi-vowels 

(e, j, o1, w). They are similar to the English glides (vowels 
whose position in the syllable require them to be a little shorter 
and cannot be stressed), but for Romanian they are classified 
separately from both vowels and consonants. The sonant – non-



sonant classification is the same as for English: sonant phones 

(l, r, m, n) are generated in a way similar to vowel generation 
(the so-called musical tones), but within the syllable they be-
have like consonants.  Based on the manner of articulation, the 

non-sonant phones are classified into plosives (e.g. b), frica-

tives (e.g. v) and affricates (e.g. ʦ), and this classification is 
obviously the same for Romanian and English.   

III. CORPUS ACQUISITION AND PROCESSING 

The text corpus under discussion has been collected using 
the Web-as-Corpus (WaC) approach: it consists of news from 
various Romanian online newspapers, as well as the transcripts 
of the discussions in the European Parliament [10]. We were 
able to collect an extremely large corpus (about 170 million 
words) due to the completely automated manner in which the 
text collection and processing are being done. The natural lan-
guage processing (NLP) steps taken to convert the html articles 
to a form suited to our needs are described below [1]: 

 Text normalization (consisting of html-to-text conver-
sion, expansion of the abbreviations in the original 
text, converting numbers to plain text, and removal of 
special characters such as punctuation marks); 

 Diacritics restoration (a critical step, due to the fact 
that for short and elliptical texts, such as the output of 
an ASR system, the lack of diacritics could make them 
ambiguous or even incomprehensible; the training of 
the ASR should also take into account the diacritical 
characters); 

 Phonetic transcription (using an automated graphemes-
to-phonemes tool). 

Subsequently, to count the phones, diphones and triphones 
in our phonetically transcribed text, we used the ngram-count 
tool of the SRI Language Modeling (SRI-LM) Toolkit [11]. 

IV. PHONETIC ANALYSIS – RESULTS 

In order to verify that the statistics would be consistent and 
representative for the Romanian language we started with the 
following experiment:  

 We randomized the order of the phrases within the 
corpus; 

 We split the corpus into three equal-sized sub-corpora; 

 We computed the statistics on these three sub-corpora. 

The correlation coefficients (Pearson’s) computed between 
the three sub-corpora and the whole corpus and between pairs 
of sub-corpora were all very close to 1 (differed at the 7th de-
cimal). This meant that the phones/diphones/triphones occur-
rence distribution was approximately the same for the corpus 
and its sub-corpora. The experiment and its result certify that 
the corpus on which the statistics were computed is large 
enough for these statistics to be considered representative for 
the Romanian language. 

A. Phones Occurrence Distribution 

The first step of our phonetic statistic task was computing 
the phones occurrence distribution in our corpus, presented in 
Table 1.  

This distribution differs from the one reported in [5] for the 
RSS-text corpus, due to the difference in corpus size. However, 
the most frequent phones are the same, even if their frequencies 
are not.  

Table 1 depicts the highly unbalanced occurrence distribu-
tion for the Romanian phones: the most frequent phone occurs 
as often as the least frequent 18 phones altogether. Also, the 
most frequent 6 phones cover 50% of all phone occurrences.  

TABLE I.  ROMANIAN PHONES OCCURRENCE DISTRIBUTION 

Phone (IPA) Word Example Freq [%] 

e mare (sea/large) 11.20% 

a sat (village) 9.77% 

i lift (elevator) 7.97% 

r risc (risk) 7.41% 

t tot (all) 6.61% 

n nas (nose) 6.40% 

u şut (shot) 5.57% 

l lac (lake) 4.69% 

o loc (place) 4.48% 

s sare (salt) 4.10% 

d dar (gift) 3.54% 

k acum (now) 3.40% 

p par (pole) 3.36% 

ə gură (mouth) 2.88% 

m măr (apple) 2.87% 

j fiară (wild animal) 2.21% 

ʧ cenuşă (ash) 1.83% 

ɨ între (between) 1.31% 

ʃ coş (basket) 1.30% 

v vapor (ship) 1.23% 

f faţa (the face) 1.10% 

z zar (dice) 1.09% 

ʦ ţăran (peasant) 1.04% 

b bar (bar) 0.94% 

ʲ tari (strong) 0.65% 

e deal (hill) 0.64% 

g galben (yellow) 0.63% 

w sau (or) 0.61% 

ʤ girafă (giraffe) 0.27% 

o oase (bones) 0.24% 

ʒ ajutor (help) 0.22% 

c chem (call) 0.21% 

h harta (the map) 0.20% 

ɟ unghi (angle) 0.03% 

 



This fact emphasizes the importance of selecting a small 
corpus that is phonetically balanced (the phones appear with 
their real frequency) to be used for training ASR systems, just 
as it is shown in [12]. For such systems it is more desirable to 
better train the acoustic models which are found more often 
during recognition (the models for the frequent phones) and 
invest less effort in training the less frequent phones acoustic 
models. A similar argument could be made for TTS systems 
[5], but in this case the diphone, triphone and even quinphones 
have to be taken into account. 

B. The Most Frequent Diphones and Triphones 

The diphone distribution computed from our corpus shows 
that less than half of the diphones present in the corpus are 
enough to cover 99% of the text (529 diphones of 1092 found 
in the text). A similar conclusion can be drawn from the tri-
phone statistics: less than a third of the triphones (7263 of 
25335 found in the corpus) sum up to 99% of the triphones in 
the full corpus. 

Table 2 provides the 10 most frequent diphones and ten 
most frequent triphones, as resulted from the statistical analysis 

of our corpus. Most of the entries in this table (e.g. de, ar, are) 
can be either syllables or words – they are counted the same in 
our current statistical approach.  This led to the idea that a more 
in-depth analysis could be performed by taking into account 
the spaces between words. For TTS and ASR systems, diffe-
rentiation should be made between a phone pronounced at the 
beginning, in the middle or at the end of the word. Thus, we 
computed the same statistics in a different manner, resulting 
diphones and triphones that may contain the space between 
words in a phrase (marked by #).  

A sample of such statistics is shown in Table 3. We see that 

the most frequent triphone not containing # is are (it can be 
either a part of a word, or a verb meaning has) – the same as in 
Table 2 (where the space between words is not taken into ac-
count). However, there are fourteen more frequent triphones 

than are: short words, or word beginnings or endings. For ex-

ample, a special case is the diphone de, which can be either: a 
preposition, a beginning, or an ending of a word. [5] also re-

ports de as being the most common word in their newspaper 
text corpus (which contains about 1.7 million words). 

TABLE II.  THE MOST FREQUENT DIPHONES AND TRIPHONES 

Diphones Triphones 

Diphone (IPA) Freq [%] Triphone (IPA) Freq [%] 

re 1.84% are 0.51% 

de 1.57% ent 0.41% 

ar 1.47% est 0.39% 

in 1.43% zeʧ 0.38% 

te 1.42% pre 0.36% 

at 1.21% ntr 0.63% 

er 1.1.8% tru 0.35% 

ul 1.12% ede 0.33% 

ɨn 1.09% owə 0.33% 

ri 1.04% din 0.31% 

 

TABLE III.  THE MOST FREQUENT TRIPHONES INCLUDING SPACE (#) 

Triphone (IPA) Freq [%] 

#de 1.29% 

de# 1.05% 

te# 0.83% 

#ɨn 0.79% 

ul# 0.64% 

#ʃi 0.63% 

re# 0.63% 

ʃi# 0.62% 

#pe 0.55% 

le# 0.53% 

ɨn# 0.53% 

#pr 0.53% 

ij# 0.52% 

#a# 0.46% 

are 0.44% 

 

C. Phone clusters statistics 

Next, we grouped the phones into several clusters based on 
voicing and manner of articulation: 

 Vowels (V): a, ə, e, i, ʲ, ɨ, o, u; 

 Semi-vowels (SV): e, j, o1, w; 

 Plosives (P): b, p, d, t, g, k, c, ɟ; 

 Fricatives (F): v, f, z, s, ʃ, ʒ, h; 

 Affricates (A): ʦ, ʧ, ʤ; 

 Sonant (S): l, r, m, n. 

We designed these clusters based on the general phoneme 
classification for the Romanian language [4], discussed in the 
introductive chapter of this article. 

The occurrence distribution of the clusters in the corpus is 
presented in Table 4.  It clearly shows two interesting particu-
larities of the Romanian language: a) the vowels are the most 
frequent group, and b) the Sonant group (which contains only 
four phones) is more frequent than the Plosives group (which 
contains twice as many phones – eight). 

An even more interesting conclusion extracted from the 
clustering of the corpus came after we computed statistics 
based on diphone categories, as descried below. 

All the diphones in the Romanian language can be grouped 
into 38 categories – for example, a category named V – SO 
contains all possible combinations between a vowel and a so-
nant. The frequency of each diphone category can be computed 
the same as for the non-clustered corpus, and Table 5 shows 
the 7 most frequent categories.  

These seven categories make up 73% of the whole corpus; 
furthermore, the five most common categories make up 61% of 
the whole corpus.  



TABLE IV.  CLUSTER DISTRIBUTION 

Cluster Freq [%] 

V 43.86% 

SO 21.37% 

P 18.81% 

F 9.13% 

SV 3.72% 

A 3.12% 

 

TABLE V.  MOST FREQUENT DIPHONE CATEGORIES 

Diphone category Freq [%] 

V – SO 16.94% 

SO – V 14.06% 

P – V 13.60% 

V – P 10.68% 

V – F 6.43% 

F – V 6.42% 

V – V 4.98% 

 

Summing up our results, less than half the diphones are 
enough to cover 99% of the text and five diphone categories 
cover 61% of the text. These observations could help to im-
prove the efficiency for speech processing tasks if efforts could 
be directed towards the most frequent phones, diphones, or 
clusters.  Of course, the less frequent phonetic events should 
not be neglected, but excessive resources should not be in-
vested in them, either. 

V. CONCLUSIONS 

This article has shown phones, diphones, triphones, and 
clusters statistics obtained from the largest available Romanian 
text corpus.  

We have drawn some conclusions from these statistics, 
such as: the phones occurrence distribution is highly unba-
lanced, less than 50% of all diphones cover 99% of the corpus, 
and the five most common diphone categories make up 61% of 
the whole corpus. 

To our knowledge, so far the corpus selection for spoken 
language technology tasks has been performed based on a tar-
geted uniform phones or diphones coverage; afterwards, statis-

tics have been computed to assess the phonetic events distribu-
tion in these selected corpora. We have tried to assess the pos-
sibility of a new approach: using techniques such as the one in 
[12], the statistics computed on a much larger corpus could be 
used as an input for sub-corpus selection. This would assure a 
better quality of the key resources in a TTS or ASR system 
(text or speech corpora), as well as a better channelization of 
the computing effort towards the most frequent phonetic 
events. 
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