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CDEP* Dataset Development

Already done

: Creation and : :
Diownload videas and ) E}dractwayﬂles fram » rmodification of the ) E}dractln_n aftranscripts
htrml files the vwideos cepSpk.bd file and timestamps

' Create the image . . )
h N EMractJirS:I?:S fram N st lreem el [ s ) Validate images with

subsets faces
Extractonlythevoice | Splitaudiofilesintod | ngaaggégeaiﬁdi{g HTML processing
frarm the audia files secands chunks subsets

———> Image processing

*CDEP = Chamber of Deputies

———> Audio processing
.
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Download videas and
htrml files

Creation and
madification of the
cdepSpk.td file

Extract wwan files from
the videos

Extraction nftranscripts|
and timestamps

h q Extract images fram

) —
videos

1 N Extract anly the voice
frarm the audio files

Create the image - : )
el 2l T ) Valldatef;rgeasges wiyithy
sihzets

Create the audio
—» database and its
subsets

Split audia files into 3
secands chunks

———> HTML processing
———> Image processing

———> Audio processing
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CDEP Dataset Development

Parse video sequnce

Extract a frame

Save one-face
frames and move an v

[y
Apply detection
aglarithm an a frame

Check every frame in
praximity baged on
some thregholds

Does the frame fes

contain only one face?

Save the frame and
maove an

A
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CDEP Dataset Development

Bad cases

Bad images=—————
More personsin a
folders

08

Create cov flles with
similarity matrices for
all the classes

v
Tompule average
sirnilarity for each
clas

(% 08

Average
imilarity = 0T

Avi
Delefe images of
faces with intra-folder|
similarity of = 0.6

Clusterization step

A4
Delete class

Difference between clusters®
similarity < 0.1

il
Delete frames with
intra-cluster sirmilarity]
lowerthan = 0.65
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CDEP Dataset Development

Download videas and Extract wav files from Creation and

i ot Extraction nftranscripts|
kil files the videos modification ofthe

cdepSpk.td file and timestamps

' Create the image . . )
h N EMractJirS:I?:S fram N st lreem el [ s ) Validate images with

subsets faces
, Edractonlythevaice  J Splitaudiofilesintod ngaaggégeaiﬁdi{g HTML processing
frarm the audia files secands chunks subsets

——— Image processing

———> Audio processing
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CDEP Dataset Development

[ Fetrieve audio files ]

l

\ Apply voice Activity ]

Detector algorithm

/

Already done

Log Me
Spectrogram l
‘\'l PCA Dirm. :‘hL;II{.'r".L'- > Syllab l. .Ir:'.-'l_'l > VAD
/ Reduction level classitier classitier

A The algarithm extracted

Log Me only the pgns n_fthe audio
K Peak-factor / with waice

[ Merge the parts to ]

L 4

create a file without
silence
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CDEP Dataset Development

Database Development conclusions

# persons vs. # images range # audio files # persons
80 range
60
. 3-5 2
g 40
) 6-10 23
20
° 1-2 3-5 6-10 11-20 21-50 51-100 101-200 201 -500 501- 1000 11 - 20 15
#images range
21-50 39
51 - 100 250

13
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CDEP Dataset Development

Database Development conclusions

Dataset No. of samples / No. of classes No. of training No. of evaluation No. of test
class samples samples samples
Imagel0 10 257 1542 514 514
Image50 50 132 3960 1320 1320
Image100 100 84 5040 1680 1680
Audio_3s_10 10 257 1542 514 514
Audio_3s_50 50 132 1542 514 514

Derived datasets configuration

14
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FCa12

FCa12

3x3cony, 512

Jx3cony, 512

Softmax Softmax

3n3cony, 512

Dropout Dropout

Average pool 3% 3cony, 512 Average poaling

2 ¥ Inception 3x3cony, 512 5xInception-resent C
4% Inception 10% Inception-resnet B
3% 3 cony, 256 -
3% 3 cony, 256
2% Inception A Inception-resnet A
TETTTRET
FaceNet
GoogLeNet 33 com; B4
3x 3 conw, 64

Input

VGGIle
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Speaker recognition

| Softmax |

[ Fulyconnected ]

| Awerage poaling-avertime |

[ Fulyconnected ]

Mz pool

3x3conw, 256

333 conw, 364

3% 3cony 2596

5% 5 cony, 96

e pool

Tx7 cony 1

| |
| |
| |
| |
| Max pool |
| |
| |
| |
| |

Input

VGGVOX [5]
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Monomodal results

Face recognition results Speaker recognition results

Database No. of classes | Architecture Test accuracy Database No. of classes Test accuracy
Imagel0 257 FaceNet 93.2% Audio_3s_10 257 98.24%
Imagel0 257 VGG16 81.3% Audio_3s_50 132 99.23%
Imagel0 257 GoogLeNet 67%

Image50 132 FaceNet 98.3%

Image50 132 VGG16 95%

Image50 132 GoogLeNet 95%

Image100 84 FaceNet 99.2%

Image100 84 VGG16 97%

Image100 84 GoogLeNet 97%

17
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Multimodal architecture

WGEGEVOX audio
feature extractor

_ Softmax
[ Concatenate '7 Dropout classifier
FaceMet image J

feature extractor High-level feature
classification

Results

Database Number of Batch size Optimizer Test accuracy
classes

Imagel0 257 32 SGD

Audio_3s_10

Image50 132 32 SGD

Audio_3s_50
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Conclusions
Final results

Further validation of the model

Personal contributions
Further development

Test accuracy

Face recognition vs
Multimodal recognition

Speaker recognition vs
Mukltimodal recognition

10 samples i class

+ 6%

+1.58 %

a0 samples i class

+1.6 %

+ 0.7 %

19
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Final results

—— Taining loss
Validation loss

Epochs

CDEP database

Conclusions

Further validation of the model
Personal contributions
Further development

—— Taining loss

\\\\\\ Validation loss

Epochs

VidTIMIT database

VIidTIMIT Database
examples
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Conclusions

Final results

Further validation of the model
Personal contributions

Further development

Developing an algorithm for face
database creation and validation
Developing an algorithm for audio
database creation and validation
Fine-tuning three state-of-the-art
neural networks for face recognition
and choosing the best option, and one
state-of-the-art network for audio
recognition

Creating and evaluating a
multimodal architecture for person
identification
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Conclusions

Final results

Further validation of the model
Personal contributions

Further development

Model optimization
o Multimodal parameter tuning
Training on alarger dataset
o Cloud computing for a higher
data volume
Live recognition
o API support for video upload
o Automatic database update
Website integration
o User-friendly interface for
identification

22
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Source code

https://qgit.speed.pub.ro/diploma/multimodal-person-identification
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